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A B S T R A C T

We consider a minimum span channel allocation problem (MS-CAP) to overcome spectrum scarcity and
facilitate the efficiency of unmanned aerial vehicle (UAV)-enabled wireless networks. Basically, the MS-
CAP minimizes the difference between the maximum and minimum used frequency, i.e., the required total
bandwidth, while guaranteeing the quality-of-service (QoS) requirements for each wireless link in the network.
The conventional optimal minimum span channel allocation (MS-CA) scheme is based on a centralized
approach, assuming that global network information is available at the central controller. In practice, however,
this may not be feasible for dynamic environments like UAV-enabled wireless networks since the real-time
exchange of network information and channel allocation results with dynamically moving UAVs is formidable.
Hence, we propose a novel practical MS-CA algorithm based on distributed multi-agent reinforcement learning
(MARL), where each agent independently learns its best strategy with its local observations. To the best of
our knowledge, the proposed technique is the first work of designing a distributed MARL for the MS-CAP for
multi-UAV-enabled wireless networks in the literature. Numerical results reveal that the proposed distributed
MS-CA technique can efficiently save the required total bandwidth while ensuring the QoS requirements of
each link, represented by the signal-to-interference plus noise ratio (SINR) threshold, even in dynamic wireless
networks. It validates the applicability of the proposed distributed MS-CA framework to dynamic networks.
1. Introduction

Future sixth-generation (6G) network envisions a three-dimensional
heterogeneous network architecture with the introduction of unmanned
aerial vehicles (UAVs), high altitude platform stations (HAPSs), and low
earth orbit (LEO) satellites to realize cost-effective and high-capacity
connectivity [1,2]. In particular, UAVs are in the spotlight as one of
the indispensable platforms for 6G networks due to their versatility and
maneuverability [3–6]. They can serve as additional aerial base stations
(BSs) or relay nodes to provide ubiquitous coverages or configure flex-
ible on-demand networks. As summarized in [3,6–8], extensive studies
have been investigated for enhancing the performance of UAV-enabled
wireless communication networks, which include UAV deployment,
trajectory design, and radio resource management.

Since the dynamic environment due to the high mobility of UAVs
makes network information exchanges among nodes formidable, de-
centralized frameworks based on multi-agent reinforcement learning
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(MARL) have attracted tremendous attention as a viable and practical
alternative to conventional centralized optimization solvers [9–12].
In [9], the authors proposed a distributed multi-agent Q-learning-based
dynamic joint power level, sub-channel, and user selection algorithm to
improve system throughput while considering the power consumption
of UAVs. It is worth noting that each UAV learns independently with
its local observation. In [10], a joint UAVs’ positions, transmit beam-
formers, and user association problem was investigated to maximize the
achievable sum rate in cooperative multi-UAV networks, where the au-
thors formulated a problem with mixed integer nonlinear programming
and solved this with a difference of convex algorithm-assisted deep Q-
learning scheme. In [11], the authors modeled a joint UAVs’ power
and channel allocation, user association, and trajectory design problem
as a decentralized partially observable Markov decision process (MDP)
to maximize both overall and fairness throughput, and solved this by
exploiting a QMIX-shaped MARL framework with parameterized deep
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Q-networks. In [12], deep reinforcement learning-based joint power
allocation, user association, and trajectory design schemes were inves-
tigated to maximize the system utility. In summary, existing resource
allocation techniques for UAV-enabled wireless networks, including the
studies mentioned above, focus on maximizing the system throughput
or improving the energy efficiency of UAVs.

From a different perspective, we revisit the traditional minimum
span channel (frequency) allocation problem (MS-CAP) that minimizes
the bandwidth used in the network while satisfying each link’s quality-
of-service (QoS) requirements. In other words, our resource allocation
technique for UAV-enabled networks aims to strike spectral scarcity
issues and alleviate spectrum usage fees by minimizing the difference
between the maximum and minimum used frequency, which implies
the substantially required total bandwidth in the network [5,13]. To
the best of our knowledge, the MS-CAP has not been well-investigated
since the literature [14], even though next-generation wireless net-
works are expected to introduce spectrum scarcity problems with the
drastic increase of wireless terminals and data traffic [1,7]. An example
scenario of the MS-CAP is a spectrum-sharing technique based on spec-
trum leasing, in which a network operator rents a portion of licensed
frequency bands for a certain period of time [15]. It is particularly
suitable for UAV-enabled wireless networks because UAVs are generally
operated temporarily rather than permanently due to their limited
power consumption, and their dynamic characteristics make spectrum
sensing-based sharing infeasible [16]. The UAV network operators
must lease a portion of the spectrum and minimize the required total
bandwidth while ensuring minimum QoS requirements to reduce the
price charged.

On the other hand, the conventional MS-CAP is based on a cen-
tralized approach that is no longer suitable for UAV-enabled wireless
networks due to the aforementioned dynamic nature. This motivates us
to design a novel distributed dynamic MS-CA technique for multi-UAV-
enabled networks. Furthermore, conventional MS-CAPs are based on
the protocol interference model for simplicity, even though they cannot
capture the actual cumulative interference received at each link in the
network [17]. In contrast, we exploit the physical interference model to
reflect the more realistic received signal strength (RSS), incorporating
fading and path loss for each link. The MS-CAPs based on the two
interference models have the following differences:

• In the protocol interference model-based MS-CAP, the problem
can be formulated as a directed graph in which the edges are
generated depending on the distance between vertices. More
specifically, when one vertex is within the guard zone radius
(interference range) of another vertex, a directed edge is formed
between the two vertices. Here, the guard zone radius for each
vertex can be defined in proportion to the maximum tolerable
interference of the vertex. Then, the MS-CAP is solved like edge
coloring of a graph, allocating channels (colors) to the links
(edges) such that no two incident edges have the same color while
using as few colors as possible. Unfortunately, its channel alloca-
tion results cannot guarantee that the target signal-to-interference
plus noise ratio (SINR) constraint for each link has been satisfied.
If the distance for edge connection between two vertices is large,
it will consume many channel indices; and if it is small, the
SINR may deteriorate below the target SINR due to cumulate
interference.

• In the physical interference model-based MS-CAP we formulate,
all given wireless links in the network, including communica-
tion (desired) and interference links, can be transformed into
a weighted complete (fully connected) directed graph, where
weights represent the RSS of each link. Herein, the MS-CAP can
be solved like edge coloring, which is not restricted to allocating
different channels (colors) to incident links (edges). Specifically,
edge coloring is performed considering weights (desired signal
strength (positive), cumulative interference from the edges col-
2

ored in the same color (negative)), noise power, and the target a
SINR; hence, some (or all) edges connected to the same vertex
can be colored the same color as long as the SINR constraint is
satisfied.

In this paper, we formulate a novel MS-CAP that considers the phys-
ical interference model as MDPs for all wireless links and solve them
by exploiting distributed MARL framework. The main contributions of
our work are summarized as follows:

• In contrast to conventional resource allocation techniques that
maximize throughput or energy efficiency for UAV-enabled wire-
less networks, we revisit the MS-CAP to overcome the spectrum
scarcity problem and facilitate the cost efficiency of the networks.

• Existing MS-CAPs are based on the protocol interference model
for simplicity even though they cannot reflect the more realistic
received signal strength (RSS) of links. In contrast, we formulate
a novel centralized optimal MS-CAP with the physical interference
model.

• We design a novel decentralized dynamic MS-CA technique based
on distributed multi-agent Q-learning since the centralized MS-
CA may not be feasible in UAV-enabled wireless networks due to
the dynamic nature. It is worth noting that this is the first work
on designing a distributed MARL framework for the dynamic
MS-CAP.

2. System model

We consider a multi-UAV-enabled wireless network consisting of
multiple UAVs and BSs, as illustrated in Fig. 1, where all communi-
cating nodes are assumed to be equipped with a single antenna. Due to
the dynamic nature of the network, all nodes operate in a decentralized
fashion without the assistance of a central unit performing centralized
operations, i.e., a distributed UAV-enabled network is considered. In
particular, we focus on communication links between UAVs and BSs,
where the BSs act as ground control stations (GCSs) for exchanging
control and user plane signals with the UAVs. To model dynamic
topologies according to the UAVs’ mobilities, we assume that the
considered network operates on a discrete-time axis partitioned into
equal intervals 𝑇𝗌 and define each interval sequentially as a time slot 𝑡
(∈ {1, 2,… , ⌊𝑇 ∕𝑇𝗌⌋}), where 𝑇 is the total time.

2.1. Spatial model

Let  (= 𝖡𝖲 ∪ 𝖴𝖠𝖵) be the set of all nodes in the network,
where 𝖡𝖲 and 𝖴𝖠𝖵 represent sets of BSs and UAVs, respectively;
and 𝐩(𝑡)𝑛 (= [𝑥(𝑡)𝑛 , 𝑦(𝑡)𝑛 , ℎ(𝑡)𝑛 ]) denote the three-dimensional (3D) Cartesian
coordinates of node 𝑛 (∈  ) at time slot 𝑡. All BSs are stationarily
deployed within a circular disk area  with radius 𝑅, and UAVs fly
over this plane. Specifically, the BSs are randomly distributed within 
in accordance with a homogeneous Poisson point process (PPP) 𝛷 with
density 𝜆. Each deployed BS controls a single UAV and is associated
with it in a pair; hence, there are the same number of BSs and UAVs.2
Moreover, considering the communication range of each BS-UAV pair,
it is assumed that the UAV flies in a cylindrical space with radius 𝑟
and height 𝐻 with its BS location as the origin. Each association link
is assumed to have a frequency division duplex (FDD) link. That is,
each link must be assigned two different channels for transmission and
reception, and we define  (= {1, 2,… , 𝐿}) as the set of all associated
(desired) links where 𝐿 = | |.

2 We assumed this spatial model consisting of multiple BS-UAV pairs to
void distraction from our underlying goal of the MS-CAP due to considera-
ions such as association policy, handover mechanism, trajectory design, etc.
he results obtained in this paper are not necessarily limited to such a system
odel, i.e., the proposed channel allocation technique can be straightforwardly
pplied to any network topology for the MS-CA.
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Fig. 1. An example of the multi-UAV-enabled wireless network with multiple UAV-BS pairs.
2.2. UAV mobility model

We focus on the resource (channel) allocation problem given the
UAVs’ trajectories as in the literature [9]. Hence, we assume that UAVs
fly according to their predefined trajectories and adopt a random mobil-
ity model for the UAVs’ trajectories to configure various UAV-enabled
wireless networks. Such random trajectories can also be considered in
practical UAV application scenarios, such as reconnaissance, random
arrival of UAVs for package delivery, etc [18].

Specifically, the movement of UAVs is modeled to follow the mixed
mobility (MM) model, which is a mixture of the one-dimensional
random waypoint mobility (RWPM) and two-dimensional random work
(RW) models for the vertical and horizontal directions, respectively
[18]. Without loss of generality, we consider an arbitrary UAV in the
network. The UAV is initially located at a random point within its
cylindrical flight area and moves by repeating the following two steps.

2.2.1. Vertical movement
First, the UAV selects a next waypoint 𝐻 ′ from a uniform distri-

bution  [𝐻min,𝐻max], and moves towards it with a constant speed
𝑣𝗏 which is also chosen from  [𝑣𝗏,min, 𝑣𝗏,max], where 𝐻min and 𝐻max
denote the minimum and maximum altitude of the UAV; 𝑣𝗏,min and
𝑣𝗏,max represent the minimum and maximum speed of the UAV in the
vertical direction, respectively. Upon reaching the waypoint 𝐻 ′, the
UAV stays at this altitude for a dwell time 𝑇𝖽 drawn from a uniform
distribution  [𝜏min, 𝜏max], during which it moves horizontally.

2.2.2. Horizontal movement
Unlike [18], which employs an RW model, we design a more

realistic horizontal mobility model. First, the speed 𝑣𝗁 and direction 𝜑
of the UAV are randomly initialized from  [𝑣𝗁,min, 𝑣𝗁,max] and  [0, 2𝜋),
respectively, where 𝑣𝗁,min and 𝑣𝗁,max denote the minimum and maxi-
mum speed of the UAV in the horizontal direction, respectively. The
UAV then moves from its previous position with changes in speed
𝑣′
𝗁
= 𝑣𝗁 ± 𝛥𝑣𝗁 and direction 𝜑′ = 𝜑 ± 𝛥𝜑 for each time slot until the

end of the dwell time 𝑇𝖽. When the UAV reaches the boundary of its
operating circle during horizontal movement, it changes direction to
the origin, i.e., bounce-back.
3

2.3. Propagation model

Let 𝑟(𝑡)𝑗,𝑖 be the average received signal strength (RSS) that the
receiver (RX) of link 𝑗 (∈ ) receives from the transmitter (TX) of
link 𝑖 (∈ ) at time slot 𝑡. We can define air-to-air (A2A), ground-to-
ground (G2G), air-to-ground (A2G), and ground-to-air (G2A) channels
depending on each link’s TX and RX nodes, then the average RSS of
each link can be calculated as follows:

𝑟𝑗,𝑖=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑃𝑖𝐿(1 𝑚)‖𝐩𝑗−𝐩𝑖‖−2, for A2A link,
𝑃𝑖𝐿(1 𝑚)‖𝐩𝑗−𝐩𝑖‖−3, for G2G link,
∏

𝜉

[

𝑃𝑖𝐿(1 𝑚)‖𝐩𝑗−𝐩𝑖‖−2𝜂𝜉
]Pr(𝜉|𝐩𝑗 ,𝐩𝑖), for A2G link,

(1)

where the time index 𝑡 is omitted for the sake of brevity, i.e., 𝑟𝑗,𝑖 ∶= 𝑟(𝑡)𝑗,𝑖
and 𝐩𝑗 ∶= 𝐩(𝑡)𝑗 ; 𝐩(𝑡)𝑗 and 𝐩(𝑡)𝑖 denote the locations of the RX of link 𝑗

and the TX of link 𝑖 corresponding to the time slot 𝑡, respectively; 𝑃𝑖
is the transmission power of link 𝑖; and 𝐿(1 𝑚) = ( 𝑐

4𝜋𝑓𝑐
)2 represents

the propagation loss at a reference distance (1 m), where 𝑐 and 𝑓𝑐 are
the light speed (m/s) and carrier frequency (Hz), respectively. For A2A
and G2G links, path loss models are adopted taking into account free
space and urban scenario path loss exponents, respectively [19]. Since
the G2A and A2G channels have the same characteristics, we describe
the A2G channel model in this subsection. Using the probabilistic A2G
path loss model in [20], the average RSS reading for each A2G (G2A)
link can be calculated as shown in (1) in linear scale, where 𝜉 (∈
{𝖫𝗈𝖲,𝖭𝖫𝗈𝖲}) denotes the link scenario group and 𝜂𝜉 is the mean value
of the excessive path loss for the line-of-sight (LoS) and non-LoS (NLoS)
scenarios. In this propagation model, the sigmoid function-shaped LoS
probability denoted as Pr(𝖫𝗈𝖲|𝐩𝑗 ,𝐩𝑖) is given by

Pr(𝖫𝗈𝖲|𝐩𝑗 ,𝐩𝑖) =
1

1+a exp
(

−b sin−1
(

|ℎ𝑗−ℎ𝑖|
‖𝐩𝑗−𝐩𝑖‖

)

−a
) ,

where 𝐩𝑗 ,𝐩𝑖 denotes the link between the TX of link 𝑖 and the RX of link
𝑗; a and b are parameters that depend on the propagation environment,
such as rural, urban, dense urban, etc; and sin−1(⋅) is the elevation angle
of link 𝐩𝑗 ,𝐩𝑖 in degrees. Accordingly, the NLoS probability becomes
Pr(𝖭𝖫𝗈𝖲|𝐩𝑗 ,𝐩𝑖) = 1 − Pr(𝖫𝗈𝖲|𝐩𝑗 ,𝐩𝑖). Note that 𝐩𝑗 ,𝐩𝑖 is the desired link if
𝑗 = 𝑖, otherwise the interference link.
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Furthermore, the instantaneous RSS of each link considering small-
scale fading, denoted by 𝑟(𝑡)𝑗,𝑖, can be modeled as

𝑗,𝑖=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑟𝑗,𝑖, for A2A link,
𝑟𝑗,𝑖|𝑔𝑗,𝑖|

2, for G2G link,

𝑟𝑗,𝑖
|

|

|

|

|

√

𝜅𝑗,𝑖
𝜅𝑗,𝑖+1

𝑔𝑗,𝑖+
√

1
𝜅𝑗,𝑖+1

𝑔𝑗,𝑖
|

|

|

|

|

2

, for A2G link,
(2)

where the time index 𝑡 is still omitted for the sake of brevity, i.e., 𝑟𝑗,𝑖 ∶=
𝑟(𝑡)𝑗,𝑖, 𝜅𝑗,𝑖 ∶= 𝜅(𝑡)

𝑗,𝑖 , 𝑔𝑗,𝑖 ∶= 𝑔(𝑡)𝑗,𝑖, and 𝑔𝑗,𝑖 ∶= 𝑔(𝑡)𝑗,𝑖; 𝑔𝑗,𝑖 denotes the random
scattered small-scale fading component which is assumed to follow
an independent and identically distributed complex standard normal
distribution, i.e., 𝑔𝑗,𝑖 ∼  (0, 1) and |𝑔𝑗,𝑖|

2 ∼ exp(1); 𝜅𝑗,𝑖 denotes the
angle-dependent Rician K-factor of link 𝐩𝑗 ,𝐩𝑖 among A2G and G2A
links, given by

𝜅𝑗,𝑖 = c exp
(

e sin−1
(

|ℎ𝑗 − ℎ𝑖|
‖𝐩𝑗 − 𝐩𝑖‖

))

,

here c and e are constant coefficients determined by specific environ-
ents [10] and sin−1(⋅) is the elevation angle of the link in radians; and

𝑔𝑗,𝑖 denotes the deterministic LoS component with |𝑔𝑗,𝑖| = 1. Intuitively,
ayleigh and Rician fading channel gains are included for G2G and A2G

inks, respectively [10,21]. Note that the proposed MS-CA technique
oes not depend on such a certain channel model; hence, it can be
pplied to any given channel model.

It is also worth noting that the instantaneous RSS (2) is only avail-
ble for the distributed MS-CA in Section 3.2, but not for the centralized
ne in Section 3.1. This is because the centralized resource allocation
roblem, considering the instantaneous small-scale fading effects for
ll links, may not be feasible in practical wireless networks because of
he signaling overhead to obtain all RSS readings and feedback channel
llocation results. In contrast, there is no such signaling overhead for
he distributed scheme [21]. Hence, we leverage the average RSS for
he centralized CAP by averaging out the small-scale fading effects as
𝑟(𝑡)𝑗,𝑖 = E[𝑟(𝑡)𝑗,𝑖].

3. Minimum span channel allocation

We first formulate a centralized MS-CAP considering the physical
interference model, and then design a decentralized MS-CA algorithm
based on MARL, especially distributed multi-agent stateless Q-learning.
As aforementioned, our main objective is to minimize the total band-
width required in the network while ensuring the QoS requirements
of each link, where the required total bandwidth is defined as the
difference between the maximum and minimum used frequency. To
design a more realistic dynamic resource allocation scheme, we assume
that the network employs a dual-band connection frequency plan and
focus on the channel allocation for the payload communication links.
For high reliability, orthogonal channels are assigned to the command
and control (C2) links, which are also exploited to convey messages
containing information for the RL process in Section 3.2 between
UAVs and BSs. This plan is reasonable enough as C2 links require low
data rates of 60–100 kbps in general, which could be covered with
50 kHz bandwidth according to Shannon’s theoretical channel capacity.
Meanwhile, we will allocate a channel with 20 MHz bandwidth to each
payload link because it requires a data rate of up to 50 Mbps [22].

3.1. Problem formulation

We introduce binary optimization variables to formulate the central-
ized optimal MS-CAP: 𝑧(𝑡)𝑘 (∈ {0, 1}, ∀𝑘 ∈ ) and 𝑧(𝑡)𝑗,𝑘 (∈ {0, 1}, ∀𝑗 ∈ ,
𝑘 ∈ ), where  (= {1, 2,… , 𝐾}) denotes the set of available channel
indices in the network. To be specific,

⎧

⎪

⎨

⎪

𝑧(𝑡)𝑘 = 1, If channel 𝑘 is used on any link at time slot 𝑡,

𝑧(𝑡) = 0, Otherwise;
4

⎩

𝑘

and
⎧

⎪

⎨

⎪

⎩

𝑧(𝑡)𝑗,𝑘 = 1, If channel 𝑘 is allocated to link 𝑗 at time slot 𝑡,

𝑧(𝑡)𝑗,𝑘 = 0, Otherwise.

hen, for each time slot 𝑡, the centralized optimal MS-CAP with the
hysical interference model can be formulated based on [14] as follows:

in𝑧𝑘

∑

𝑘∈
𝑧𝑘 (3a)

s.t. 𝑧𝑘 ≥ 𝑧𝑘+1, ∀𝑘 ∈ ∖𝐾, (3b)

𝑧𝑘 ≥ 𝑧𝑗,𝑘, ∀𝑗 ∈ ,∀𝑘 ∈ , (3c)
∑

𝑘∈
𝑧𝑗,𝑘 = 1, ∀𝑗 ∈ , (3d)

∑

𝑘∈

𝑟𝑗,𝑗𝑧𝑗,𝑘
∑

𝑖∈∖𝑗
𝑟𝑗,𝑖𝑧𝑖,𝑘+𝑁0𝑊𝑗

≥𝛾
𝑗
, ∀𝑗∈, (3e)

where 𝛾
𝑗

denotes the target QoS requirement represented by the signal-
o-interference plus noise ratio (SINR) threshold of link 𝑗. We omitted

the time index (⋅)(𝑡) for notational convenience. The objective function
3a) minimizes the number of channel indices required in the network.
onstraint (3b) implies that a channel with a lower index should be
sed preferentially over a higher one. Constraint (3c) indicates that
hannel 𝑘 is used if it is allocated to any link 𝑗. Constraint (3d) states
hat a single channel is allocated to each link. Finally, constraint (3e)
ncludes the QoS requirements of each link 𝑗 represented by SINR,
here 𝑁0 and 𝑊 represent the noise power and channel bandwidth,

espectively. The formulated optimum MS-CAP takes the average RSSs
f all links and the channel bandwidth and SINR threshold of each
esired link as the main inputs and returns the channel index assigned
o each link.

Although various efficient solvers have been developed for opti-
ization problems, this formulation may be practically infeasible in
AV-enabled wireless networks because global network information,

uch as RSSs for all links, is unavailable on the central controller due
o UAVs’ high mobilities and dynamic nature. Moreover, this problem
s basically NP-hard, as proved in Remark 1, even if global information
s given. Hence, it is desirable to design a decentralized algorithm with
ow-complexity.

emark 1. Formulation (3a)–(3e) is an NP-hard problem.

roof. Constraint (3e) can be equivalently transformed into linear
orm as 𝛼𝑗𝑧𝑗,𝑘 + 𝐵(1 − 𝑧𝑗,𝑘) ≥

∑

𝑖∈∖𝑗 𝑟𝑗,𝑖𝑧𝑖,𝑘, ∀𝑗 ∈ ,∀𝑘 ∈ , where
𝛼𝑗 = 𝑟𝑗,𝑗∕𝛾𝑗 −𝑁0𝑊𝑗 , and 𝐵 is a sufficiently big number. Moreover, this
an be rearranged as

𝑖∈
𝑟𝑗,𝑖𝑧𝑖,𝑘 ≤ 𝐵, ∀𝑗 ∈ ,∀𝑘 ∈ ,

where we have redefined 𝑟𝑗,𝑗 ∶= 𝐵 − 𝛼𝑗 . Then, our problem becomes a
vector bin packing problem stated as follows:

• bin 𝑘 = channel 𝑘; item 𝑗 = link 𝑗
• each bin has 𝐿 resources, denoted by 𝑏1,… , 𝑏𝐿
• the capacity of each resource in bin 𝑘 is 𝐵
• resources consumed by item 𝑗 if it is put into bin 𝑘 are

𝑏1 ∶ 𝑟1,𝑗 , 𝑏2 ∶ 𝑟2,𝑗 ,… , 𝑏𝑗 ∶ 𝐵 − 𝛼𝑗 ,… , 𝑏𝐿 ∶ 𝑟𝐿,𝑗

• the goal is to pack all the items (links) into the minimum number
of bins (channels) while the consumption of each resource 𝑏𝑙 in
each bin remains below the capacity (or SINR requirements are
satisfied).

The vector bin packing problem is a well-known NP-hard problem [23],

so formulation (3a)–(3e) is NP-hard as well. □
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Algorithm 1 Distributed MARL framework of MUSCAT

1: Input: , , 𝜀𝗂𝗇𝗂𝗍, 𝜁 , 𝛼, 𝛽, 𝑊𝑗 , 𝛾𝑗 .

2: Initialization: 𝑗 = , 𝑄(1)
𝑗 = 𝟎|𝑗 |×1, ∀𝑗 ∈ , 𝑡 = 1

3: while 𝑡 ≤ 𝑇 ∕𝑇𝗌 do

4: Update 𝜀(𝑡) = 𝜀𝗂𝗇𝗂𝗍(1 − 𝜀𝗂𝗇𝗂𝗍)
𝑡−1

𝜁×|𝑗 |

5: Select actions 𝐴(𝑡)
𝑗 according to (5), ∀𝑗 ∈ 

6: for all 𝑗 ∈  do
7: Measure the SINR at the RX according to (7)
8: Obtain the reward 𝑅(𝑡)

𝑗 according to (6)
9: Update the Q-value 𝑄(𝑡+1)

𝑗 (𝐴(𝑡)
𝑗 ) according to (4)

10: Update 𝑡 ← 𝑡 + 1
11: end for
12: end while

3.2. MARL-based multi-UAS MS-CA: MUSCAT

We design a distributed MARL framework for solving the dynamic
MS-CAP in a decentralized manner. In particular, we leverage stateless

-learning [21], also known as single-state Q-learning.3 Hence, each
gent (link) generates a Q-table consisting of its action space and
ecursively learns its Q-value in the Q-table to find an optimal strategy
channel allocation) only through its local information. Specifically, in
ime slot 𝑡 + 1, agent 𝑗 (∈ )’s Q-function is updated according to the
ollowing update rule:

(𝑡+1)
𝑗 (𝐴(𝑡)

𝑗 )=(1 − 𝛼)𝑄(𝑡)
𝑗 (𝐴(𝑡)

𝑗 ) + 𝛼
(

𝑅(𝑡)
𝑗 +𝛽max𝑄(𝑡)

𝑗

)

, (4)

here 𝐴(𝑡)
𝑗 and 𝑅(𝑡)

𝑗 denote the selected action and obtained reward of
gent 𝑗 at time slot 𝑡 which will be discussed in Sections 3.2.2 and
.2.4, respectively. Note that the Q-function represents the expected
ong-term reward of the action that agent 𝑗 decides, which is given by

(𝑡)
𝑗 (𝐴(𝑡)

𝑗 )=E

[ ∞
∑

𝜏=0
𝛽𝜏𝑅(𝑡+𝜏+1)

𝑗
|

|

|

|

𝐴(𝑡)
𝑗

]

,

here ∑∞
𝜏=0 𝛽

𝜏𝑅(𝑡+𝜏+1)
𝑗 is the long-term reward of agent 𝑗 at a certain

ime slot 𝑡. The potential meaning of the Q-values are the expected
eward that the agent ultimately can be obtained when following the
ction, rather than the true reward 𝑅(𝑡)

𝑗 . Therefore, it is important to
earn optimal Q-function guaranteeing the best reward.

We formulate an MS-CAP as Markov decision processes (MDPs)
or all links and solve them through a stateless Q-learning-based dis-
ributed MARL framework. Algorithm 1 represents the pseudo-code
f the proposed multi-UAS MS-CA technique, named MUSCAT (Multi-
nmanned aerial vehicle minimum Span Channel Allocation Tech-
ique), where 𝛼 (∈ (0, 1]) and 𝛽 (∈ (0, 1]) denote the learning rate
nd discount factor, respectively. From the system model, the decision
eriod is defined within a time interval 𝑇𝗌 [9].4 Each link runs the
USCAT algorithm independently and simultaneously determines an

ptimal strategy for the MDP, which consists of:

3 Stateless Q-learning is also called multi-armed bandit (MAB) in the sense
hat there is no state space [24]. In this paper, however, we adopt the name
f stateless Q-learning because the update rule for the Q-function follows the
Q-learning framework.

4 Due to the limited decision period, traditional alternative distributed op-
timization methods with iterative algorithms, such as the alternating direction
method of multipliers (ADMM), are not applicable here. It is worth noting in
Algorithm 1 that each agent has no iterations to update its Q-table in each
5

time slot.
Fig. 2. Distributed stateless Q-learning-based MARL architecture.

3.2.1. Agent
We can take each link in the network as an independent learn-

ing agent, so there are 𝐿 agents corresponding to 𝐿 different links.
It is noteworthy that each agent cannot observe information about
other agents, such as their actions (channel selections), rewards, loca-
tions, and interferences; i.e., each agent runs the Q-learning procedure
independently with only its local information.

3.2.2. Action
In each time slot, each agent decides on channel allocation. We

define the set of all possible actions performed by agent 𝑗 as 𝑗 (= ),
hich consists of available channel indices in the network. Moreover,
e adopt a decaying 𝜀-greedy exploration policy as the action selection
echanism, which is used to select the agent’s action in each time slot.
he action of agent 𝑗 at time slot 𝑡, denoted by 𝐴(𝑡)

𝑗 , is then conducted
as follows:

𝐴(𝑡)
𝑗 =

⎧

⎪

⎨

⎪

⎩

𝑘 (∼  {1, 𝐾}), with probability 𝜀(𝑡),
arg max

𝑎𝑗∈𝑗
𝑄(𝑡)

𝑗 , with probability 1 − 𝜀(𝑡), (5)

where 𝜀(𝑡) = 𝜀𝗂𝗇𝗂𝗍(1 − 𝜀𝗂𝗇𝗂𝗍)
𝑡−1

𝜁×|𝑗 | and  {⋅} represents a discrete uniform
istribution. Also, 𝜀𝗂𝗇𝗂𝗍 and 𝜁 denote the initial value of 𝜀 and the
xploration parameter, respectively. That is, the agent performs the
earning process by exploring a new action through random channel
llocation with probability 𝜀(𝑡) or exploiting an action known as the
est so far, which corresponds to the highest Q-value at the moment,
ith probability 1 − 𝜀(𝑡) to strike a trade-off between exploitation and

xploration.

.2.3. State
In canonical Q-learning-based RL frameworks, defining a state–

ction pair for an agent is fundamental for solving an MDP. However,
f the state is meaningless, using a stateless approach is preferable [21,
4]. Fig. 2 illustrates the stateless Q-learning-based MARL architec-
ure. There is no state space here, but the agents interact with the
nvironment, which includes the result of all agents’ joint actions.
ore specifically, since each agent’s instantaneous SINR depends on

ll agents’ channel selections and current locations, each agent can
till adapt to the dynamic environment and learn the best strategy
hrough iterative decision-making with location changes. In particular,
uch a stateless Q-learning method is known to allow the agent to
dapt more effectively to the dynamic environment than standard Q-
earning because the Q-value can be quickly changed by the reward
alue [21,25]. Moreover, this RL method has the advantages of low
omputational complexity and fast convergence [26].

In our MARL framework, the state for each agent 𝑗 at time slot 𝑡,
enoted by 𝑆(𝑡)

𝑗 , can be defined as in [9, (18)] as follows:

(𝑡)
𝑗 =

{

1, if 𝛾 (𝑡)𝑗 ≥ 𝛾
𝑗
,

0, otherwise,
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Fig. 3. Learning results per time slot with different learning rates 𝛼.
F
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ut the optimal policy of each link is not closely related to a certain
tate. Specifically, since all agents act simultaneously, the following
hannel selection of each agent does not depend on whether the current
INR is satisfied (state). From this perspective, we adopt stateless
-learning for each agent.

.2.4. Reward
After taking an action, the agent obtains an instantaneous reward

rom the environment that includes the goal of the learning problem.
ecall that the proposed MUSCAT aims to minimize the required band-
idth in the dynamic network while ensuring the QoS requirements

epresented by the SINR for all links. From this perspective, we define
he instantaneous reward function of the environment to agent 𝑗 at time
lot 𝑡, denoted by 𝑅(𝑡)

𝑗 , as follows:

(𝑡)
𝑗 =

{

𝐾∕(|𝐾∕2 − 𝐴(𝑡)
𝑗 |

𝜇
+𝐾), if 𝛾 (𝑡)𝑗 ≥ 𝛾

𝑗
,

0, otherwise,
(6)

where 𝜇 is the outage tolerant parameter that controls the trade-off
between required bandwidth and link outages, which will be discussed
in Section 4. Intuitively, this reward implies minimizing the required
bandwidth by encouraging agents to use a channel index close to the
center frequency if the SINR constraint is satisfied. It is worth noting
that each agent’s reward relies only on its current action and SINR
without information about other agents, such as their actions, locations,
interferences, and rewards [9]. Although the reward depends on the
6

joint strategy, the required information, whether the SINR is satisfied or
not, can be obtained through the C2 link. In particular, since each agent
knows its action, it can obtain the reward value by receiving binary
feedback from its receiver on whether the SINR is satisfied.

In Algorithm 1, the initial Q-values are set to zero for all agents. At
any time slot 𝑡, the RX of link 𝑗 measures the current SINR level 𝛾 (𝑡)𝑗 and
provides feedback to the TX via the C2 link. The observed SINR from
the RX of link 𝑗 at time slot 𝑡 is given by

𝛾 (𝑡)𝑗 = 𝑟(𝑡)𝑗,𝑗

/(

∑

𝑖∈∖𝑗
𝑟(𝑡)𝑗,𝑖1{𝐴(𝑡)

𝑗 =𝐴(𝑡)
𝑖 } +𝑁0𝑊𝑗

)

, (7)

where 1{⋅} is an indicator function. For each time slot, as shown in
ig. 2, each agent takes the selected channel index (action) and the
urrent SINR as the primary inputs and updates its Q-table through

(4) and (6). Each agent then selects either a best channel index cor-
responding to the highest Q-value in the updated Q-table or a random
one, according to the 𝜀-greedy exploration policy. The chosen channel
index is mapped to its new action, which affects the environment, and
an instantaneous SINR is fed back to the agent as an output. Note that
agents selfishly and rationally execute Algorithm 1, aiming to minimize
the required total bandwidth in the network.

3.2.5. Computational complexity
We theoretically analyze the computational complexity of the pro-

posed MUSCAT (Algorithm 1) based on the worst-case complexity
analysis framework. Since each link runs the MUSCAT algorithm as an
independent agent, the computational complexity can be derived from

single-agent Q-learning in each iteration [21]. First, line 4 performs
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Fig. 4. Learning results per time slot with different discount factors 𝛽.
a
U
r
b

some constant calculations and one assignment operation, so it has
a computational complexity of (1). Line 5 requires a computational
complexity of (𝐾) = (𝐿) because 𝐾 comparison operations are
performed when the agent selects an exploitation as an action. Here,
𝐾 = 𝐿 corresponds to the worst cases where all links use orthogonal
channels to each other. Also, line 7 has (𝐿) computational complexity
because 𝐿 − 1 comparison, multiplication, and summation operations
for interferences in the denominator, one multiplication, addition, and
division operations are performed. With the same approach, lines 8
and 9 require computational complexity of (1) and (𝐿), respectively.
Finally, there are 𝐿 agents, the overall computational complexity of the
proposed MUSCAT algorithm in each iteration is (𝐿2). This implies
that the proposed MUSCAT has polynomial computational complex-
ity and can be feasible and viable even for large-scale UAV-enabled
networks.

4. Simulation results

In this section, we validate the effectiveness of the proposed multi-
agent stateless Q-learning-based dynamic distributed MS-CA technique,
named MUSCAT, through extensive computer simulations using MAT-
LAB. IBM ILOG CPLEX Optimizer has been employed to solve the
optimal MS-CA in the simulations, and no built-in modules have been
used for the proposed MUSCAT. Moreover, the simulation server used
has the specifications of AMD Ryzen Threadripper 3960X 24-core CPU
and 256 GB memory. We consider two scenarios: a static UAV-enabled
wireless network where UAVs hover at stationary positions and a
7

a

dynamic one where UAVs travel according to the mobility model
described in Section 2.2. Here, the static network scenario is consid-
ered to compare the proposed distributed MS-CA technique with the
centralized one that derives an optimal solution. Recall that when
the UAVs are stationary, there is enough time to exchange network
information and channel allocation results between the central unit
and the nodes, so that the centralized optimal MS-CA technique is
applicable. Conversely, when the UAVs are moving, the RSS of each
link varies instantaneously, making it infeasible to apply the centralized
method.

The simulation parameters are summarized in Table 1. Without loss
of generality, the same channel bandwidth and SINR threshold are
assumed for all links drawn from the required data rate of 50 Mbps
for the A2G data link [22].5 The A2G channel parameters, a, b, c, e and
𝜂𝜉 , are set by assuming the urban environment [20] and considering
the center frequency of 2 GHz [27]. In addition, we set 𝐾 = || for
each simulation, which corresponds to the worst cases where all links
use orthogonal channels with each other. With these parameters, we
generated 2000 different UAV-enabled wireless network topologies for
the same parameters and extracted the average performance.

5 In this paper, the common channel bandwidth and SINR threshold were
ssumed for all links, but they can be readily extended to more practical
AV-enabled networks with different values for each link. Specifically, we can

eflect the different channel conditions and QoS requirements of each link 𝑗
y adjusting the channel bandwidth 𝑊𝑗 and SINR threshold 𝛾

𝑗
in (3e), (6),

nd (7).
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Table 1
Key system parameters of simulations.
Parameter Notation Value

Radius of the area 𝑅 250 m
GCS (BS) density 𝜆 20∼100∕km2

GCS (BS) height 𝐻𝖡𝖲 20 m
UAV operating radius 𝑟 100 m
UAV altitude 𝐻 100∼120 m
UAV ascent/descent speed 𝑣𝗏,min , 𝑣𝗏,max 5, 10 m∕s
UAV cruise speed 𝑣𝗁,min , 𝑣𝗁,max 30, 40 m∕s
UAV dwell time 𝜏min , 𝜏max 2, 4 s
UAV speed variance 𝛥𝑣𝗁 −1∼+1 m∕s
UAV self-rotation angle 𝛥𝜑 −5∼+5◦∕s
Transmission powers 𝑃𝖴𝖠𝖵, 𝑃𝖦𝖢𝖲 23 dBm (200 mW), 30 dBm (1 W)

Time interval 𝑇𝗌 0.1 s
Carrier frequency 𝑓𝑐 2 GHz
Channel bandwidth 𝑊 20 MHz
A2G channel constants a, b, c, e 9.6117, 0.1581, 0.9028, 1.8637
Excessive path losses 𝜂𝖫𝗈𝖲 , 𝜂𝖭𝖫𝗈𝖲 0.7943, 0.0100
Noise power 𝑁0𝑊 −174 dBm∕Hz + 10 log10 𝑊 Hz + 3 dB (noise-figure)
SINR threshold 𝛾 7 dB
a
t
b
r
r

t
w
n
n
t

Table 2
Ratio of used bandwidth to total bandwidth of MUSCAT (𝜇 = 4) and optimal MS-CA
(centralized) in static UAV-enabled networks ([%]).
𝜆 [No. of GCSs∕km2] 20 40 60 80 100

Total BW [MHz] 169.76 313.18 467.62 630.26 786.56

MUSCAT (𝜇 = 4) 53.85 45.82 𝟒𝟐.𝟔𝟕 𝟒𝟏.𝟏𝟏 𝟒𝟏.𝟑𝟎

Optimum ((3a)–(3e)) 48.22 40.51 Cannot solve

We first simulate the MUSCAT algorithm for different MARL hy-
erparameters in dynamic UAV-enabled wireless networks with 𝑇 =
600 s to investigate its sensitivity depending on the hyperparameters
nd obtain the best parameters. Here, we set the GCS density 𝜆, the
xploration parameter 𝜁 in (5), and the outage tolerant parameter 𝜇 in
6) as 𝜆 = 40, 𝜁 = 200, and 𝜇 = 2, respectively. Fig. 3 shows the average
equired total bandwidth (Fig. 3(a)) and the average outage probability
Fig. 3(b)) over time for different learning rates 𝛼 (∈ {0.1, 0.3, 0.5, 0.7})
nd a discount factor 𝛽 = 0.4. Since each link performs the learning pro-
ess for each time slot, the required bandwidth progressively converges
o be as narrow as possible while alleviating the outage probability.
lthough the outage probability for 𝛼 ≥ 0.3 decreases more rapidly

han for 𝛼 = 0.1, the required total bandwidth tends to increase as the
earning rate 𝛼 increases. Moreover, Fig. 4 shows the simulation results
ith different discount factors 𝛽 (∈ {0.1, 0.4, 0.7}) and a learning rate
= 0.1. Similar to Fig. 3, the outage probability decreases over time,

nd the required total bandwidth gradually converges. In particular,
e can observe that the higher the discount factor, the lower the total
andwidth required (Fig. 4(a)), but the higher the outage probability
Fig. 4(b)). Considering such trade-offs, we set 𝛼 = 0.1, 𝛽 = 0.4, 𝜁 = 200,
nd 𝜀𝗂𝗇𝗂𝗍 = 0.99 for the MARL parameters of MUSCAT.

Table 2 shows the required average total bandwidth with respect to
he GCS (BS) density 𝜆 of the proposed MUSCAT (Algorithm 1) and the
entralized optimal MS-CA ((3a)–(3e)) in static UAV-enabled wireless
etworks with 𝑇 = 1200 s. Note that as the GCS density increases,
he network density increases, and the complexity of MS-CAP increases
ccordingly. We observe that the proposed MUSCAT requires slightly
ore bandwidth than the optimal MS-CA, but it sufficiently minimizes

he required bandwidth even though it is in a decentralized manner.
n particular, the centralized optimal MS-CA cannot obtain a solution
hen the GCS density 𝜆 is greater than 40 due to its NP-hardness, while

he MUSCAT still operates well. This demonstrates the effectiveness of
he proposed MARL-based dynamic distributed MS-CA framework.
8

Table 3
Ratio of used bandwidth to total bandwidth of MUSCAT and conventional CA (rate
maximization) in dynamic UAV-enabled networks ([%]).
𝜆 [No. of GCSs∕km2] 20 40 60 80 100

Total BW [MHz] 169.76 313.18 467.62 630.26 786.56

Conv. (Rate max.) [9] 100 100 100 100 100
MUSCAT (𝜇 = 1) 89.88 89.61 90.12 90.22 90.63
MUSCAT (𝜇 = 2) 80.90 73.25 69.08 66.50 64.76

From now on, we only consider the proposed MUSCAT in dynamic
UAV-enabled wireless networks with 𝑇 = 3600 s, as shown in Figs. 3
and 4. To the best of our knowledge, there is no distributed MS-CA tech-
nique, so we compared the MUSCAT with a conventional CA scheme
(Conv.) that maximizes the network throughput [9] as a benchmark.
Fig. 5 shows the average required total bandwidth (Fig. 5(a)) and
the average outage probability (Fig. 5(b)) per time slot for various
GCS densities 𝜆. And, Table 3 presents the ratio of the converged
value of the average required bandwidth in Fig. 5(a) to the given
total bandwidth. The conventional CA technique allocates different
channels to each link in our setup to maximize network throughput
by eliminating inter-link interference. As a result, it consumes all of the
given spectrum, as shown in Table 3 and Fig. 5(a). It is noteworthy that
most existing resource allocation techniques for UAV-enabled networks
have the same results because they consider the same underlying goal
of maximizing throughput. Meanwhile, Fig. 5 shows that the MUSCAT
incrementally alleviates the average outage probability of the links
while appropriately minimizing the required total bandwidth, even
in the dynamic topologies where UAVs move. In particular, we can
observe that the MUSCAT with 𝜇 = 2 results in a significant reduction
in the required bandwidth with acceptable outage probability (<0.5%),
nd the MUSCAT with 𝜇 = 1 results in a robust allocation in which
he outage probability converges to near zero, although it requires a
roader bandwidth. It is expected that the UAVs will be able to operate
obustly in their operating area through learned channel allocation
esults.

Finally, we stated in Section 2.1 that the formulated MS-CAP and
he proposed MS-CA technique, MUSCAT, can be directly applied to any
ireless network by defining a network topology (graph) consisting of
odes and links. In other words, the proposed MS-CA techniques are
ot limited to the system model described in Section 2. Fig. 6 illus-
rates examples of different UAV-enabled wireless network scenarios.
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Fig. 5. Learning results per time slot with different BS densities 𝜆.
Specifically, Fig. 6(a) shows two multi-UAV-enabled wireless networks
with a centralized architecture for each cell, and Fig. 6(b) shows a UAV
ad-hoc network architecture with a GCS [28]. The figures also show
the link association between nodes and the channel index assigned to
each link according to the proposed MS-CA scheme under the same
parameter values as in Table 1. In particular, the reused channel index
is marked in green: {𝑓4, 𝑓5, 𝑓6, 𝑓7, 𝑓8, 𝑓9} in 6(a) and {𝑓5, 𝑓6, 𝑓7} in 6(b),
respectively. With the same approach, the designed system model and
the proposed MS-CA techniques can be readily extended to any wireless
network.

5. Conclusion

We have revisited the traditional MS-CAP and proposed a novel MS-
CA technique for multi-UAV-enabled wireless networks. The inability
to exploit global network information due to the dynamic nature of
UAV-enabled wireless networks motivated us to design a novel dis-
tributed dynamic MS-CA technique called MUSCAT. Specifically, the
MS-CAP is to minimize the required bandwidth in the network while
guaranteeing the QoS requirements of links. We have formulated this
MS-CAP as MDPs for all links and solved them through a distributed
multi-agent stateless Q-learning framework in which each link learns
its best strategy independently without any observation of the other
links. It is worth noting that the links selfishly and rationally allocate
their channel in a dynamic environment with the common goal of
9

minimizing the total bandwidth required in the network. Simulation
results revealed that the proposed MUSCAT can effectively reduce the
required bandwidth while drastically reducing the outage probability
of the links, even in multi-UAV-enabled dynamic wireless networks.
As a further study, we will jointly optimize the resource allocation,
user association, and UAVs’ trajectories based on distributed deep
reinforcement learning algorithms to improve the objective of MS-CAP.
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